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Abstract. We present experimental evidence in support of distributed
neural codes for timbre that are implicated in discrimination of musical
styles. We used functional magnetic resonance imaging (fMRI) in hu-
mans and multivariate pattern analysis (MVPA) to identify activation
patterns that encode the perception of rich music audio stimuli from
five different musical styles. We show that musical styles can be auto-
matically classified from population codes in bilateral superior tempo-
ral sulcus (STS). To investigate the possible link between the acoustic
features of the auditory stimuli and neural population codes in STS,
we conducted a representational similarity analysis and a multivariate
regression-retrieval task. We found that the similarity structure of tim-
bral features of our stimuli resembled the similarity structure of the STS
more than any other type of acoustic feature. We also found that a re-
gression model trained on timbral features outperformed models trained
on other types of audio features. Our results show that human brain re-
sponses to complex, natural music can be differentiated by timbral audio
features, emphasizing the importance of timbre in auditory perception.
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1 Introduction

Multivariate statistical methods are becoming increasingly popular in neuroimag-
ing analysis. It has been shown that multivariate pattern analysis (MVPA) can
reveal information that is undetectable by conventional univariate methods [1].
Much of the work using this approach has focused on the encoding of visual per-
ceptual experiences. Only very recently have researchers begun to apply these
methods to the auditory domain, then generally employing only simple stim-
uli such as isolated tones and monophonic melodic phrases. By contrast, we



investigate the neural codes of rich auditory stimuli: real-world commercial mu-
sic recordings, which contain multiple parallel and complex streams of acoustic
information that are distributed in frequency and time.

Recent studies have used MVPA to discriminate neurological responses to
several different categories of sound. In one fMRI study, subjects were presented
with sounds of cats, female singers, and acoustic guitars. Using MVPA, the
authors found that this sound category information could be attributed to spa-
tially distributed areas over the superior temporal cortices [2]. The activation
patterns that encode the perceptual interpretation of physically identical but
ambiguous phonemes were investigated using MVPA. It was shown that these
subjective perceptual interpretations were retrievable from fMRI measurements
of brain activity in the superior temporal cortex [3]. Whole-brain MVPA meth-
ods were used to identify regions in which the local pattern of activity accurately
discriminated between ascending and descending melodies. Three distinct areas
of interest were revealed: the right superior temporal sulcus, the left inferior
parietal lobule, and the anterior cingulate cortex. These results are in-line with
previous studies that found the right superior temporal sulcus to be implicated
in melodic processing [4]. Overall, these studies show that MVPA can be used
to determine how mental representations of sound categories can be mapped to
patterns of neural activity.

Timbre is how sound is described independent of its loudness and pitch,
corresponding to the identifiable properties of a sound that remain invariant un-
der those transformations. Timbre is one of the primary cues by which humans
discriminate sounds. However, the neural correlates of timbre perception have
been severely under studied compared to other aspects of sound like pitch and
location. Much of the limited previous work has focused on the lateralization
of timbre perception. In an early study on this topic, patients with right- but
not left-sided temporal lesions were impaired on a timbre discrimination task
[5][6]. Subsequent studies have further described this asymmetry in terms of the
types of cues involved in the timbre discrimination task. In a series of studies by
Sampson and colleagues, only the right temporal cortex was implicated in tasks
that involved onset dynamics and spectral timbre [7], but both temporal cortices
were implicated when tones were presented in the context of a melody [8]. Menon
and colleagues investigated the neural correlates of timbre using melodies that
differed in attack time, spectral centroid, and spectral flux. They found left tem-
poral cortex activations were significantly more posterior than right temporal
cortex activations, suggesting a functional asymmetry in their respective con-
tributions to timbre processing [9]. Although these results clearly demonstrate
the importance of both temporal cortices in timbre discrimination, the precise
neural organization of timbre perception is largely unknown.

2 Materials and Methods

To further investigate the neural encoding of sound category information, we
designed an experiment using twenty five natural music stimuli equally divided



into five different musical styles: (1) Ambient, (2) 50s RocknRoll, (3) Heavy
Metal, (4) Symphonic, and (5) Roots Country. Audio was procured as 44.1kHz,
stereo, high-quality AAC 192kbps files. We extracted six-second excerpts from
the center of each file, edited to start synchronously with the metrical grid—
i.e. on a down beat, if one existed. Excerpts were normalized so that their RMS
values were equal, and a 50ms quarter-sine ramp was applied at the start and
end of each excerpt to suppress transients.

Participants consisted of 6 females, and 9 males, ages 18-25, who had varying
levels of musical expertise. We used a Philips 3T scanner with 32-channel head
coil and Lumina button box with one fiber-optic response pad and four colored
push buttons. The field of view was 240 x 240mm with 3mm voxels corresponding
to an 80 x 80 matrix (240/3 = 80) for 35 axial slices, thus yielding 224,000
voxels per volume. The scanner repetition rate (TR) was 2000ms. We collected
data in 8 runs, each presenting all 25 stimuli in exhaustive category pairings.
Category ordering was balanced using maximum length sequences (MLS) to
optimally mitigate order effects [10]. Stimuli presentations were interleaved with
fixation tasks that ranged from 4-8 seconds. At four randomized intervals per
run, an attention probe question appeared on the screen that asked whether the
preceding audio clip contained a particular musical feature (e.g., electric guitar).
Subjects responded “yes” or “no” to these questions via the response pad. These
trials helped to ensure that subjects attended to the music across trials. Data
from these trials were discarded from the analyses.

Functional and anatomical images were preprocessed using the AFNI tool
chain [11]. As the voxels are not collected concurrently, a timing correction pro-
cedure was used to align voxel response functions in time. Volumes were motion
corrected to align to the anatomical image. Transient spikes in the signal were
suppressed with the AFNI program 3dDespike. Head motion was included as a
regressor to account for signal changes due to motion artifact and linear trends
were removed. Data were then smoothed with a 4 mm full width at half maximum
(FWHM) smoothing kernel. The image data was further processed by applying
per-subject anatomical masks of the STS, which has previously been implicated
in sound category discrimination [2,4,12]. STS masks were defined manually
based on individual subject-specific anatomical landmarks. The data were con-
verted to event related data sets by mapping the volumes to high-dimensional
vectors, detrending and zscoring using the rest conditions, then extracting only
the data corresponding to stimulus presentations. This yielded 25 stimuli x 8
runs = 200 feature vectors per subject. Singular value decomposition (SVD) was
performed on the data to further reduce the dimensionality.

3 Multivariate Analysis

3.1 Musical Category Classification in Bilateral STS

Bilateral STS-masked fMRI data were classified into the five different musical
categories using a linear support vector machine (SVM) classifier using within-
subject, leave-one-run-out cross validation to evaluate the classification results.



Data were SVD-reduced using the training data to compute a basis for each trial.
The subject-mean classifier confusion and standard-error matrix is shown in Ta-
ble 1. The mean classification accuracy was 0.60, with +0.03 standard error,
which was significantly above the baseline (0.20). Percussive categories (Rock
and Roll, Country, and Heavy Metal) were more likely to be confused with one
another whereas Ambient was most likely to be confused with Classical and vice
versa. The non-percussive categories (Ambient and Classical) were more accu-
rately classified (0.76 mean accuracy, £0.04 standard error) than the percussive
categories (0.5 mean accuracy, +0.05 standard error). This difference between
percussive and non-percussive accuracies was not explained by sampling bias
or event density. Percussive and non-percussive confusions are shown in bold
column-wise.

Table 1. Bilateral STS classifier confusion and standard error

Category: Amb RR Hvy Cla Cty
Predicted:

Amb 0.78 +0.05 0.00 +0.00 0.01 +£0.01  0.12 +0.02 0.00 +0.00
RR 0.00 +£0.00 0.49 +0.04 0.23 +0.04 0.01 £0.01  0.30 +0.05
Hvy 0.01 £0.01 0.14 +0.03  0.51 +0.04 0.13 £0.03  0.21 +0.03
Cla 0.21 +0.04 0.01 +0.05 0.08 £0.02  0.74 +0.04 0.02 +0.01
Cty 0.01 +£0.01 0.36 +0.05 0.18 4+0.03 0.01 £0.01  0.48 +0.06

Amb=Ambient, RR=Rock & Roll, Hvy=Heavy Metal, Cla=Classical, Cty=Country.

3.2 Representational Similarity Analysis

We sought to verify, by similarity analysis of musical features of the audio, that
the observed confusions were due to timbre and not other musical represen-
tations such as pitch, or harmony. Representational similarity analysis (RSA)
has successfully been employed in previous studies to inspect cross-subject, and
cross-species, neural representational spaces [13][14]. We used RSA to deter-
mine the similarity relationships between a set of candidate musical features,
extracted from the audio stimuli, and the corresponding fMRI images. The mean
per-category image over 8 runs was used to compute a per-subject similarity ma-
trix. The mean subject similarity matrix, shown in Figure 1(a), was compared
with per-category similarity matrices computed for the four audio features, each
representing a different musical facet, see Figure 1(b).

Audio Feature Extraction We extracted audio features using the short-time
Fourier transform, with 372ms analysis window advanced in 100ms hops (10Hz).
Four feature sets were computed for each stimulus using the Bregman Toolkit
[15]: (1) pitch-chroma-profiles (CHROM), 12-dimensional vectors representing
the total energy attributed to each pitch folded into one octave and roughly
corresponding to the harmony, or chord content, of musical stimuli [16];



(a) Mean-subject bilateral-STS category similarity
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(2) constant-Q Fourier transform (CQFT), perceptual frequency-warped Fourier
spectra corresponding to a human-auditory model of frequency sensitivity and
selectivity [17]; (3) high-pass constant-Q cepstral coefficients, extracted from the
constant-Q Fourier transform and corresponding to fine-scale perceptual pitch-
frequency and pitch-height information (HCQFT) [16]; and (4) low cepstral coef-
ficients computed from the constant-Q Fourier transform (LCQFT) correspond-
ing to timbre, i.e. the way the stimulus sounds [18]. The features were labeled
by their associated stimulus category (1-5) and further processed by computing

the category-mean vectors.
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RSA results Figure 1 shows the average-subject between-category image sim-
ilarity matrix and the between-category similarity matrices obtained using each
of the four audio features. We computed the correlation coefficient between the
image and audio feature similarity matrices. The highest correlation coefficient
was achieved for the timbre features (LCQFT) with a coefficient of 0.99. To
compute the significance of the result, and the robustness of the audio features
to different temporal treatments, we further processed the features by 16 differ-
ent temporal regularization algorithms: that is, combinations of mean vector in
time, covariance matrix over time, vector stacking in time, per image-duration
averaging (3 x 2s blocks verses 1 x 6s block), and adding backward differences
in time for derivatives. The timbre (LCQFT) set of regularized features had the
highest mean correlation, 0.99, with p < 1.06~7 using a one-way ANOVA.

Overall we found that the similarity structure of our neurological data re-
sembles the similarity structure of our timbre feature (LCQFT) more than any
other feature. This supports our hypothesis that timbre, how sound is described
independent of its loudness and pitch, is most important for the discrimination
of different musical categories.

3.3 Multivariate Multiple Regression

It is natural to ask how accurately the image can be predicted by the auditory
features of the stimulus. To this end, we performed a binary retrieval task using
multivariate multiple regression between our four sets of audio features and the
per-subject neural image data. A similar paradigm was used for a language study
in [19] predicting neural images corresponding to different categories of visually-
presented nouns. The audio features described in Section 3.2 were used for the
regression-retrieval task.

For each stimulus as a target, holding out one run for testing, we chose a
decoy stimulus from another category. The remaining runs were used to train
a multivariate multiple regression model of the auditory representational space
using audio-feature/image-feature pairs. The target and decoy predicted images
were computed from their corresponding audio features using the trained regres-
sion weights. We evaluated the predictive performance of each audio feature by
whether the target’s predicted image was closer to the true target image or to
the decoy’s image. This procedure was repeated exhaustively for all 200 stimulus
presentations for each subject.

Regression results Figure 2 shows that timbral features (LCQFT) were most
accurate in predicting the image response. This was true for both temporal
regularization treatments, with accuracies of 0.71 for temporal-stacking LCQFT
features and 0.73 for temporal-averaging LCQFT features. The figure also shows
the inter-quartile ranges for each feature set. Temporal stacking improved both
auditory spectrum (CQFT) and pitch (HCQFT) features but made no improve-
ment to harmony features (CHROM) or to the timbre result (LCQFT) which
performed equally well with and without increased temporal context. This sug-
gests that the auditory representational spaces corresponding to timbre, and



also harmony, are more robust to differences of time scale than representations
correlating with pitch and spectrum.
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Fig. 2. Median and inter-quartile regression-prediction accuracies for audio features
corresponding to harmony (CHROM), auditory spectrum (CQFT), pitch (HCQFT),
and timbre (LCQFT). (a) Temporal context preserved by stacking feature vectors per
stimulus. (b) No temporal context: mean over time of feature vectors per stimulus.

4 Conclusions

The discrimination of musical categories in our experiments is due to a tim-
bre population code distributed in bilateral STS. This finding is supported by
evidence from classification, similarity, and regression experiments between the
audio and neuroimaging domains. Our results expand on previous studies, find-
ing timbral specificity in STS, but our study shows this effect in greater detail
and for more complex natural stimuli. Significantly worse results for pitch and
spectrum features provided further evidence for a timbral code in our experi-
ments.

Beyond neuroimaging, our results are consistent with computational systems
that attempt to solve the same task: namely, high-level music classification, but
using audio features alone. In previous studies, for example [18][20], timbral
features similar to those used in our study were shown to be effective in the
categorization task. Using different stimuli and computational tasks will likely
reveal further population codes that are specific to aspects of musical stimuli
other than timbre.
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