Neural correlates of partial lexical activation
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As a spoken word unfolds over time, it is temporarily consistent with the acoustic forms of multiple words. Previous behavioral research has shown that, in the face of temporary ambiguity about how a word will end, multiple candidate words are briefly activated. Here, we provide neural imaging evidence that lexical candidates only temporarily consistent with the input activate perceptually based semantic representations. An artificial lexicon and novel visual environment were used to target human MT/V5 and an area anterior to it which have been shown to be recruited during the reading of motion words. Participants learned words that referred to novel objects and to motion or color/texture changes that the objects underwent. The lexical items corresponding to the change events were organized into phonologically similar pairs differing only in the final syllable. Upon hearing spoken scene descriptions in a posttraining verification task, participants showed greater activation in the left hemisphere anterior extent of MT/V5 when motion words were heard than when nonmotion words were heard. Importantly, when a nonmotion word was heard, the level of activation in the anterior extent of MT/V5 was modulated by whether there was a phonologically related competitor that was a motion word rather than another nonmotion word. These results provide evidence of activation of a perceptual brain region in response to the semantics of a word while lexical competition is in process and before the word is fully recognized.
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Spoken words unfold over time as a series of rapidly changing acoustic events. To comprehend spoken language, the listener must map this speech signal onto representations of meaning. Behavioral (1–3) and neuroimaging (4) evidence suggests that multiple words that are temporally consistent with the unfolding acoustic input compete for recognition. Although experiments using a variety of behavioral paradigms have shown that syntactic, semantic, and nonlinguistic features of the words in the active competitor set are available before word recognition is complete (5–9), there is no neural evidence indicating whether semantic representations are involved in this competition. However, other behavioral tasks have shown interactions between perceptual processing and language processing (10–13), and recent neuroimaging evidence suggests that the concepts that are activated by written or spoken words are distributed across cortical regions intrinsically involved in perception and action (7, 14–22). Nevertheless, there is debate about whether the recruitment of these semantically induced activations in perceptual brain areas is automatic or strategic (23). In this article, we demonstrate that even lexical candidates that are only temporarily consistent with the unfolding word activate brain regions involved in perceptual processing, thus providing clear evidence that lexical processing automatically activates perceptually based semantic representations.

Finding a neural correlate of semantic activation during spoken word recognition requires a novel approach, because it is extremely challenging, if not impossible, to find words with the appropriate phonological and semantic characteristics in English or any other existing language because form and meaning are largely unrelated in natural languages. For example, the words *candle* and *candy* have similar phonological forms that differ only at the final syllable, but their meanings are quite different. Here, we controlled the relationship between the acoustic/phonetic overlap of pairs of words (cohort competitors) and their semantic properties by using an artificial lexicon. Previous behavioral research has established that artificial lexicons show the same signature effects observed during the processing of real language (see ref. 2 for an extended discussion). It is also clear from several training studies that links between novel semantic features and perceptual brain areas can be acquired in a short-term experimental context (24–26). We therefore trained participants to associate novel spoken word forms with objects and events with controlled perceptual properties, allowing us to focus on finding evidence for lexical activation of semantic representations within a region of interest (ROI) previously found to be activated by the semantic properties of words, human MT-MST/V5 (hereafter MT/V5). MT/V5 responds strongly to visual motion, and its anterior extent has been associated with the processing of motion-related words (15–17, 19–21, 27).

Over several days of training, participants learned to map new lexical items to a set of novel visual objects with two kinds of perceptually based semantic properties, relating either to changes in motion trajectory or surface appearance. The degree of semantic similarity between the members of phonologically related competitor sets was systematically varied so that the items in some competitor sets had similar perceptual correlates, whereas in other sets each item had distinct perceptual correlates. We focused on MT/V5 and its anterior extent as the ROI associated with the perception of one type of change present in our stimuli, visual motion, and examined how activation differed when participants heard a newly learned word as a function of the semantic features of that word and the semantic features of its phonological competitor. Our primary goal was to obtain a neural measure of partial lexical activation by cohort competitors.

A secondary goal was to more precisely determine where in the greater MT/V5 complex semantic properties of a lexical item lead to robust activation. Previous studies have shown that MT/V5 responds strongly to imagined or implied visual motion (28, 29) in addition to direct visual stimulation (30–33). MT/V5 is also active when participants perform a similarity judgment about pictures depicting actions (15, 16). Several studies have suggested that this word-responsive area is in fact the same as the perceptually driven area (34, 35). However, studies that have functionally localized MT/V5 have found that the word-responsive area is just anterior to left MT/V5 in the middle temporal gyrus (15, 16). Given the varied experience that humans have with words and with real-world objects and events, it is impossible to know whether the referent of a printed word contacts the same semantic knowledge in all participants and how much overlap there is between the representation activated by reading the word and the representation activated by viewing a drawing the experimenter uses to convey the same concept. In
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addition to controlling the phonetic, semantic, and perceptual properties of the stimuli, the use of an artificial lexicon allowed us to carefully control the amount and types of experience participants had with the stimuli. In the present study, the only possible referent for the newly learned lexical item was the one provided during training.

Results

Behavioral Training. During 3 days of behavioral training (see Methods for details about the training procedure), participants learned that eight novel bissylabic CVVC lexical items referred to eight novel shapes, and that eight trisyllabic CVCCVC items referred to eight changes that the shapes could undergo. Four of these changes caused a shape to move (horizontal oscillation, vertical oscillation, expansion-contraction oscillation, or rotation) and four caused changes to the shape’s surface appearance (blackening, whitening, marbleizing, or speckling). All of the novel shape names were phonologically unique, but the items referring to the change events were arranged into four pairs of onset-overlapping “cohort” competitors differing only at the last vowel (Table 1). Both members of one cohort pair referred to motion changes, and both members of another pair referred to surface changes, but for the remaining two cohort pairs, one member of each pair referred to a motion change and the other to a surface change. Participants were not explicitly informed about the relationship between the phonological forms and the meanings of the referents, nor were they told that the motion changes and surface changes formed categories or sets of any sort. By the end of the third day of training, all participants had reached ceiling levels of performance (>98% correct) on a match/no-match task in which they indicated whether a spoken two-word phrase (consisting of the name of a change event and the name of an object) correctly described a scene containing a changing object that was then presented on the computer screen. On the fourth day of the experiment, participants performed a modified version of this task during imaging. Although performance did decrease slightly between behavioral and fMRI sessions, participants still performed highly accurately (95% correct, range 93–99%).

Brain Imaging. Participants completed five runs of the experimental task. Each trial consisted of three major intervals: a spoken-word interval, a visual interval, and a response interval (Fig. 1). During the spoken-word interval, which lasted between 3 and 7 s, participants heard a two-word phrase referring to a change and an object. This phrase lasted for approximately the first 1,600 ms of the interval; the rest of the interval was silent. During the visual interval, one of eight objects undergoing one of eight changes was displayed on the screen for 2–4 s. During the following 3-s response interval, participants decided whether the stimuli from the spoken-word interval and the visual interval matched, indicated their decision with a button box, and received auditory feedback. Trials were separated by an intertrial interval (ITI) ranging from 1 to 9 s. Our analyses focus on an a priori region of interest, MT/V5 and its anterior extent, previously shown to be recruited by the reading of motion words. After completing the experimental runs, participants were presented with 20-s alternating blocks of static and radially moving random dots to uniquely identify MT/V5. During analysis of the data from the experimental runs, all three event types (auditory interval, visual interval, and response interval) were included in the model. The outputs of the individual deconvolution analyses were normalized to a standard MNI brain for group analysis. Separate one-way mixed-effects ANOVAs were performed on the conditions of interest; for consistency, all analyses were performed at a threshold of $P = 0.01$, uncorrected.

Response to Visual Stimulus Presentation. Data from the visual interval allowed us to confirm that the presentation of the visual stimuli activates the desired perceptual brain areas. MT/V5 is active to a greater extent when participants view the motion-change events than when they view surface-change events. A conjunction analysis was performed to discover the area of activation common to viewing moving versus static dots and to viewing motion-change events versus surface-change events during the visual interval. A large area of overlapping activation was found in both hemispheres (MNI center of mass coordinates and cluster sizes: RH 43, −67, 6, 199 voxels; LH −41, −71, 3, 131 voxels). This analysis confirmed that viewing the motion-change events recruits MT/V5 as does viewing moving dots, with the center of the activation located well within the standard boundaries of MT/V5 (31–33).

Response to Auditory Stimulus Presentation. We next examined whether hearing lexical items that refer to events with significant motion features activates MT/V5 and/or the cortex anterior to it more strongly than hearing lexical items referring to events without motion features. During the spoken-word interval of each trial, the participants heard the names of a change and an object but their visual referents had not yet been displayed. Any activation seen during this interval, therefore, can only be attributed to the analysis of the spoken words and not to bottom-up visual information. A cluster of voxels within the left hemisphere ROI is significantly more active when participants hear items referring to motion changes than when they hear items referring to texture or color changes (Fig. 2). Conjunction analysis reveals that 5 of the 27 active voxels for the auditory-interval contrast overlap with voxels from the visual-interval contrast at a threshold of $P = 0.01$ for both contrasts. Consistent with previous reports of activation anterior to MT/V5 for words, the center of mass of this 27-voxel cluster responding selectively to spoken motion words (−42, −59, 10) is anterior to the center of mass of the activation seen while participants are viewing the motion events (−41, −71, 3).

Table 1. Sample stimuli

<table>
<thead>
<tr>
<th>Condition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion target</td>
<td>biduko goki (horizontal oscillation)</td>
</tr>
<tr>
<td>Motion cohort</td>
<td>biduka goki (rotation)</td>
</tr>
<tr>
<td>Motion target</td>
<td>dukobi kitu (size oscillation)</td>
</tr>
<tr>
<td>Nonmotion cohort</td>
<td>dukoba kitu (speckling)</td>
</tr>
<tr>
<td>Nonmotion target</td>
<td>gapiro ripa (whitening)</td>
</tr>
<tr>
<td>Motion cohort</td>
<td>gapiitu ripa (vertical oscillation)</td>
</tr>
<tr>
<td>Nonmotion target</td>
<td>potagutumi (marbling)</td>
</tr>
<tr>
<td>Nonmotion cohort</td>
<td>potagi tumi (blackening)</td>
</tr>
</tbody>
</table>

Fig. 1. Sample test trial timeline. Participants first heard the name of a change/object combination. Stimulus duration on all trials was 1,600 ms, but the time between auditory stimulus onset and visual stimulus onset varied between 3 and 7 s. Visual stimuli were displayed for the entire visual interval of 2–4 s. After the visual stimulus disappeared, participants had 3 s to respond via button box and were given auditory feedback.
Having identified an area that is more responsive to spoken words referring to motion events than to texture and color events, we then asked whether the activation levels of voxels in this region may be modulated by “evidence for motion” from phonological cohorts. Although the unfolding speech is eventually consistent with only one word, initially the input is consistent with zero, one, or two motion words. We predict minimal effect of the temporarily consistent cohort competitor when the target word is a motion event because this target itself leads to strong activation. In contrast, we predict that the most sensitivity to the cohort competitor will be seen when the target does not refer to a motion event, as the background level of activity caused by the target word is low and small differences in activation caused by the semantics of the cohort may be visible. To address these predictions, a contrast analysis was performed on the voxels showing significant differences in activation for motion and nonmotion target words. Seventy-four percent (20 of 27) of the voxels in this region (Fig. 3A) were significantly correlated with the contrast using weights of +1, +1, −0.5, and −1.5 for motion target/motion cohort, motion target/nonmotion cohort, nonmotion target/motion cohort, and nonmotion target/nonmotion cohort conditions, respectively. Planned pairwise comparisons over the voxels showing the contrast trend were performed to confirm that the semantics of the cohort competitor affected activation levels when the target was a nonmotion word (Fig. 3B). As expected, when the target referred to a motion event, the semantics of the cohort did not significantly affect activation levels (|t| < 1). For nonmotion targets, however, we confirmed our prediction that a cohort competitor referring to a motion event would result in higher activation levels than a cohort competitor that referred to a color- or texture-change event, (t = 2.01, P < 0.05, one-tailed). This finding indicates that the semantics of the cohort competitor do affect the overall activation pattern generated by temporarily ambiguous target words.

Discussion

By combining a well controlled artificial lexicon with a ROI whose level of activation is modulated by the perceptually based semantics of newly learned words, the results of the present experiment confirm the presence of partial activation before the point of disambiguation in spoken-word recognition. These results provide a neural imaging correlate of semantic activation of lexical competitors that previously was only available by using behavioral methods.

We find that both the target and the cohort motion stimuli activate a language-sensitive ROI that is left lateralized and anterior to the focus of activation for visually displayed moving versus static stimuli. Crucially, more activation was observed when a nonmotion target had a motion cohort than when it had a nonmotion cohort. We believe that these results reflect transient activation of the perceptually linked semantic representation of the cohort competitor during lexical competition and that we can rule out the postlexical conceptual processing or strategic visual imagery criticisms that other studies of semantic knowledge are vulnerable to. First, studies of spoken-word recognition using the visual world paradigm (36) show that participants frequently make eye movements to the competitor objects before eventually fixating and grasping the target object. These studies, in which participants are asked to pick up an object in the presence of other objects that are phonological competitors, show that the rise and fall of cohort competition are closely time-locked to the unfolding speech signal and are not strategic. Participants are generally unaware that they ever fixate the cohort competitors, but overall cohort competitor fixation proportions are reliably (although temporarily) high in studies with real words and in studies with artificial lexicons (2, 37–39), including a lexicon similar to the one used here (39). Second, it is clear that participants are not simply accepting a visual stimulus consistent with either final syllable of the ambiguous word or confusing the nonmotion cohort with the spoken target word, because they correctly reject the cohort’s visual referent after hearing the target. Furthermore, the activation levels within the ROI for the motion-target, nonmotion cohort condition and the nonmotion target, motion cohort condition are statistically different. If participants were strategically activating the meanings of both the target and the cohort competitor, the strategy needed to explain the observed activation patterns is quite complex because the contents of those pairs of representations are identical (one motion word, one nonmotion word). Finally, when explicit visual imagery is required of experimental participants, several studies have shown the resulting activation
patterns to be bilateral (29, 40) as opposed to the strongly lateralized pattern seen here. In summary, the pattern of activation for newly learned word motion was anterior to MT/V5 and the modulation of these activation levels caused by the semantic features of the competitor set suggests a very tight coupling between the neural substrate for lexical representations and perceptual brain regions. In addition, the techniques used here have allowed us to examine a question normally thought to depend on precise time-course measures to reveal modulations of activation in spatially relevant locations. Similar logic in using a ROI to investigate other short-lived language phenomena with fMRI may prove especially fruitful in the future.

Methods

Participants. Ten volunteers (nine female, ages 18–28) gave informed consent and were paid for their participation. Data from five additional subjects were excluded from the analysis, four for poor performance during the scanning session (< 85% correct overall and < 75% correct on catch trials) and one for excessive head movement (~2 mm). All participants were right-handed, monolingual, native speakers of English with self-reported normal hearing, and normal or corrected-to-normal vision.

Materials. During training, participants learned a 16-word artificial lexicon (Table 2). Eight CVCCV items referred to eight ways of modifying a set of novel shapes. Four of these modifications caused a shape to undergo a change in motion (horizontal oscillation, vertical oscillation, expansion/contraction, or rotation), and four caused changes to the shape's surface appearance (blackening, whitening, marbleizing, speckling). These items were arranged into four pairs of cohort competitors differing only at the last vowel. For two of the cohort pairs, one member of each pair referred to a motion change (e.g., biduka, horizontal oscillation) and the other to a surface change (e.g., biduka, speckled texture). Both members of one of the remaining cohort pairs referred to motion changes, and both members of the final cohort pair referred to surface changes. Eight CVCCV lexical items referred to eight novel shapes not nameable with a single English word. The shapes were perceptually distinct and uniformly gray in color before modification. All of the shape names were phonologically unique.

The words were spoken as isolated tokens by a male native speaker of English and were recorded in a quiet room on a Kay Elemetrics Computerized Speech Lab (model 4300B) sampling at 22,050 kHz, for use with ExBuilder, a custom software package for stimulus presentation. The mean duration of the trisyllabic items was 902 ms (range 891–907 ms), and the mean duration of the bisyllabic items was 702 ms (range 699–706 ms). Average sound duration was 1,604 ms for the combined change and object descriptions (range 1,590–1,613 ms). There was no systematic bias along any competitor dimension.

Training. Participants were trained on the pairings of lexical items with objects and events for 1 hour per day on each of the 3 days before the scanning session. An observation task and a decision task were used during training. In the observation task, participants initiated the trial by clicking a central fixation cross. They then observed a scene lasting 3 s. Depending on the stage of training, the scene consisted of an object that did not change, an untrained shape (circle) undergoing modification, or an object undergoing modification. Beginning 300 ms after the onset of the visual stimulus, participants heard the description of the scene, consisting of the names of the change and object present on the screen. At the end of the 3-s interval, the screen went blank. After 500 ms, the fixation cross reappeared and the participant could start the next trial at any time. In the decision task, participants initiated the trial by clicking on a central fixation cross. After 300 ms, but before any other visual stimulus was present on the screen, the participant heard a two-word description of a scene, with the change name presented first. Five-hundred milliseconds after the end of the sound stimulus, an object undergoing a change appeared on the screen. The participant indicated whether the previous description matched the scene by clicking the left mouse button for “match” and the right button for “no match.” Immediately after the participant’s response, the correct object/change combination and the correct description were presented as feedback. The correct object/change combination remained onscreen for 3 s. There was a 500-ms delay between the end of one trial and the fixation cross appearing to signal that the participant could begin a new trial when ready.

On the first 2 days of training, participants completed multiple observation and decision task blocks. On the first day, some blocks contained only objects and some blocks contained only changes, but by the beginning of the second day, both objects and changes were present in all training trials. To familiarize participants with the testing environment, they completed four modified decision blocks on day 3 while inside a mock scanner. Throughout training, 50% of all decision trials were mismatch trials, where either the object or the change had been seen during the training. If the scanner is noisy and the pneumatic headphones provide slightly degraded speech input, participants were gradually familiarized with the testing conditions. On day 1, participants heard clear speech. On day 2, all lexical items were low-pass filtered to mimic the output of the pneumatic headphones. Day 3 training occurred in the mock magnet, where participants heard the filtered words in a background of recorded echo planar imaging (EPI) noise.

Testing and FMRI Data Acquisition. Participants completed five 32-trial runs (9 min each) of a modified decision task on the fourth day while being scanned. Trials in the modified decision runs were completely computer-paced. In addition, the percentage of no-match trials was raised from 50% to 60% of all trials so that there were enough catch trials to determine whether participants were mishearing the stimuli. A central fixation cross was onscreen whenever objects were present. Eight blocks of data were recorded during the first trial in each run to allow magnetization to reach steady-state levels. On each trial, participants first heard a scene description consisting of a two-word phrase containing the name of the change and the name of the object. At a varying interval (3, 4, 5, 6, or 7 s) after the onset of the sound, but in all cases after the two-word phrase had finished, the fixation cross disappeared and the visual scene, consisting of an object undergoing a change, appeared. This scene persisted for a varying interval (2.5, 3, 3.5, or 4 s) before it was replaced by the fixation cross. When the cross reappeared, participants indicated their response by using a button box held in the right hand. Participants used the same two fingers they had used to make mouse clicks during training. Participants then received auditory feedback in the form of a “ding” sound if correct or a “buzz” sound if incorrect. Participants also were buzzed if they did not respond within 3 s and the trial was counted as incorrect. After the 3-s response window had ended, there was a varying (1, 3, 5, 7, or 9 s) ITI between trials.

After the experimental runs, an MT localization scan was performed. While participants fixated a central cross, alternating 20-s blocks of moving and stationary dots were presented for a total of 200 s. During the motion blocks, dots moved radially at 7°/s in an annulus ranging from 1° to 14°.

Whole-brain imaging data were collected by using a Siemens Trio 3T scanner and eight-channel head coil. EPI scan parameters were as follows: repetition time (TR) = 2 s; echo time (TE) = 30 ms; flip angle = 90°; with 30 axial slices (4 mm thick, 0 mm skip) in a 256×256 field of view, with 4-mm isotropic voxel size. In addition, a 3D anatomical image was collected by using a T1-weighted MPAGE sequence (TR = 2,020 ms, TE = 3.93 ms, inversion time TI = 1,100 ms, 1 mm3 isotropic voxel size, 256 × 256 matrix) reconstructed into 160 sagittal slices. Visual stimuli were displayed using a JVC DLA-5XS21E projector and were presented on a rear-projection screen placed at the end of the bore of the magnet (viewing distance = 0.8 m) and viewed with a mirror mounted above the eyes at an angle of ~ 45°. Auditory stimuli were presented through Etematic ER-30 insert headphones, with additional hearing protection provided by an earmuff modified to permit the pneumatic tubes and foam earpieces to pass through. Head motion was minimized with the use of foam padding around the head and neck.

FMRI Data Analysis. Imaging data were analyzed by using AFNI (41). Functional images were corrected for head motion and aligned to the last time point of the last task run. Images were smoothed with an 8-mm FWHM Gaussian kernel and scaled to percent change values by dividing the signal in each voxel at each
time point by the mean signal for that voxel across the scan. These preprocessed data sets were then subjected to regression analysis. Reference time series for eight event types (auditory: motion target/motion cohort, motion target/nonmotion cohort, nonmotion target/motion cohort, and nonmotion target/motion cohort; visual: motion, nonmotion, response, and auditory error trials) were created by convolving the stimulus presentation times with 
A/N's standard gamma-variate hemodynamic response function. Note that the stimulus/presentation time lasted <1 TR for the auditory interval, but varied from 1 to 2 TR for the visual interval. Stimulus duration was modeled accordingly. The output parameters of the motion correction were included as regressors of no interest. The anatomical scans and the fit coefficients for each subject, converted to percent signal change, were normalized to MNI space. Separate one-way mixed-effects ANOVAs were performed on the normalized coefficients obtained from the individual subject regression for the auditory and visual intervals. Conjunction analyses were used to identify clusters significantly active for both the visual interval analysis and the moving/static dots analysis, as well as between the visual and auditory interval analyses. For consistency, all group statistical maps were evaluated at a threshold of P = 0.01, uncorrected. This threshold, which would be lenient in a whole-brain analysis, was chosen based on the focus of the analyses on two relatively small and well delineated ROIs. The analyses support this approach, confirming that the foci of activation are centered at locations predicted by the existing literature for both MT/VS and the auditory-motion region anterior to MT/VS. We recognize, however, that the robustness of the activation in MT/VS induced by visual motion resulted in the identification of an area centered on MT/VS but extending beyond its standard boundaries (31–33).
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